CS 188 Final Exam, 5-8 pm, Wed Dec 16, 1998

Prob(RA ~ U)
Prob(~ U)
Prob(R)Prob(~ U|R)
Prob(R)Prob(~ U|R) + Prob(~ R)Prob(~ U| ~ R)
0.5-0.3

0.5-0.340.5-0.7

Prob(R| ~U) =

(b) It will increase (become greater than 30%) since the umbrellaon the 2nd day is an evidence for rain onthe

2nd day, which in turn is an evidence for rain on the 1st day since the weather is more likely to stay the
same than change.

(c) We'll computeit for the casewherey; =~ U, y, = U. We need to compute « for both values of ¢,.
Let’ssimply use the brute force method, by computing the following quantities:

Prob(y1 =~ U,y2 =U,q1 = R,q2 = R) = Prob(R)Prob(R|R)Prob(~ U|R)Prob(U|R)
= 05-0.8:0.3-0.7=0.084

Prob(yy =~ U,ys = U,q1 = R,q2 = 5) = Prob(R)Prob(S5|R)Prob(~ U|R)Prob(U|S5)
= 0.5-0.2-0.3-0.3=0.009

Prob(y1 =~ U,y =U,q1 = S,q2 = R) = Prob(5)Prob(R|S)Prob(~ U|S)Prob(U|R)
= 05-0.2-0.7-0.3=0.021

Prob(y1 =~ U,y2 =U,q1 = S,q2 = 5) = Prob(5)Prob(5]5)Prob(~ U|S)Prob(U|S5)
= 0.5-0.8:0.7-0.7=0.196

Therefore,

y1 =~ U,y =U,q2 = R)
=~U,yp2=U,q1 = R,q2 = R)

=~ Uyp=U,qn = 5,¢2 = R) =0.105
y1 =~ U,y =U,qa = 5)

= Prob(y1 =~ U,y2=U,q1 = R,q2 = 5)

+ Prob(y1 =~ U,y2=U,q1 = 5,2 = 5) = 0.205
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(thismeansthat if you see an umbrellaon the 2nd day but not the 1<t, then it’s about twice as likely that it
rainson the 2nd day asit isthat it doesn’t).

2. Let'susethefollowing notation: by px(w) wewill denotethe probability of themost likely sequence of weathers
ondays ...k, such that the weather on the kth day isw = R or 5. More specifically,

pe(w) = max P(qr...qu—1,q = W, Y1..-Yk)

q1---9k—1

(wewillusey = (~ U, U, U)).



Also, by previ(w) we will denote the weather on the (£ — 1)th day, in this most likely sequence (prev;, isun-
defined for k£ = 1).

Now we are ready to go:

pi(R) = 0.5-0.3=0.15
m(S) = 05-0.7=0.35
p2(R) = Prob(U|R)max(0.15Prob(R|R),0.35Prob(R]S)) = 0.7 max(0.15-0.8,0.35-0.2)
0.7-0.15-0.8 = 0.084
preva(R) = R (sincethefirst term, corresponding to R, was the largest)
) = Prob(U]S)max(0.15Prob(S|R),0.35Prob(5]5)) = 0.3 max(0.15-0.2,0.35-0.8)
0.3-0.35-0.8=10.084
preva(9) S
ps(R) = 0.7max(0.084-0.8,0.084-0.2) = 0.7-0.084 - 0.8 = 0.04704
prevs(R) = R
(:5)
(:5)

=

B

P2

0.3 max(0.084-0.2,0.084-0.8) = 0.3-0.084 - 0.8 = 0.02016

pa(S) =
= S5

prevs( S
Now, p3(R) > ps(.9), so we know that the 3rd day weather was R, the one before that was prevs(R) = R, and

beforethat — prevy(R) = R.
Answer: (R, R, R) isthe most probable sequence.

. For example, you could use these operators:

e Go(z)— gotolocation z
o Pick(xz)— pick up apiece of mail z.
e Give(z,y)— givethispiece of mail to person y, to whom it’s addressed.
We can use feedback control to see what mail has been picked up, thus telling us to what people in what rooms

it should be delivered. Then we can use feedback to check whether we could get to the room and into the room,
and whether the addresseeis there.

. Thethreshold h¢ should satisfy this condition:

(ho — 12)? (ho — 6)?
0.7exp(—W):03eXp( 5 32 )
With some algebra, we get
(ho — 6)? — (hg — 12)*
5 32 =1n(0.3/0.7)
or

6(ho —9) = 91n(0.3/0.7)
whichyields ho = 7.73



5. (&) True. Backpropagation is an optimization method, and the function being minimized is the error on the
training set, so it’sindependent of the test set. We stop the gradient descent when we have reached amin-
imum of this function.

Oncethe optimization has been completed, however, we usethetest set to assessthe quality of our classifier
(which depends on the network structure and the features we use).

(b) N/A

(c) False. When the robot starts moving towards a different point, that point will be at the FOE, regardless of
speed, so different directionsresult in different FOES.

6. Let'suse U/; and U, to denotethe utilities at the two nonterminal states. Then, we have this system of equations:

Uy = —-0440.6U;—-0.1
Uy = 04U, +06-0.1

solving whichwe get U7 = —0.2632, U; = 0.3947.



